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Abstract  

In the era of big data, predictive analytics has become a vital approach for extracting actionable insights from high-

relevance datasets across various domains, including healthcare, finance, and environmental science. However, the 

increasing dimensionality of modern datasets poses significant challenges, such as overfitting, high computational costs, 

and reduced model interpretability, which can negatively impact predictive performance. Feature pruning has emerged as 

an effective strategy to address these challenges by eliminating irrelevant or redundant features while preserving the most 

informative attributes for model learning. This study aims to explore and systematically evaluate the effectiveness of 

multiple feature pruning techniques when applied to high-relevance datasets for predictive analysis. The research adopts 

an experimental comparative approach by analyzing filter-based, wrapper-based, embedded, and adaptive pruning 

methods in conjunction with several widely used predictive models, including Random Forest, Support Vector Machine, 

and Neural Networks. Performance evaluation is conducted using standard metrics such as accuracy, precision, recall, 

F1-score, and computational training time to assess both predictive quality and efficiency. The experimental results 

demonstrate that feature pruning significantly enhances model performance and generalization while reducing 

computational complexity. Among the evaluated techniques, adaptive pruning methods consistently outperform traditional 

approaches by dynamically capturing complex feature interactions and minimizing information loss. Moreover, the cross-

domain analysis reveals that adaptive and embedded pruning techniques exhibit strong scalability and robustness across 

different dataset characteristics. These findings highlight the critical role of feature pruning as an integral component of 

predictive modeling pipelines rather than a mere preprocessing step. Overall, this study contributes to a deeper 

understanding of feature pruning dynamics and provides practical insights for selecting appropriate pruning strategies to 

improve predictive accuracy, efficiency, and interpretability in high-dimensional data environments. 
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1. INTRODUCTION 

In the era of big data, the ability to efficiently analyze high-relevance datasets for predictive analysis 

has gained immense importance across various domains, including healthcare, finance, and environmental 

science. Predictive analytics is a crucial technique that leverages statistical methods and machine learning 

algorithms to forecast future outcomes based on historical data. However, the performance of predictive models 

is often limited by the dimensionality of the datasets they employ. Highly dimensional datasets can lead to 

overfitting, increased computational costs, and inefficiencies during model training and deployment, presenting 

a pressing challenge in the field [1], [2]. Recent advancements in feature pruning techniques have emerged as 

a promising solution to these issues, enabling the selection of relevant features while discarding noisy or 

redundant information, thereby enhancing model performance and interpretability [3], [4]. Feature pruning 

refers to the methods and strategies employed to reduce the dimensionality of a dataset by identifying and 

removing irrelevant or less informative features. This process is not merely a reduction of complexity; it is 

foundational in improving the accuracy and efficiency of predictive models. As highlighted by Fischer et al., 

effective feature selection can yield models that generalize better to unseen data while simultaneously reducing 

computational demands [4], [5]. The literature indicates a growing interest in dynamic pruning techniques 

across various applications, including crop yield prediction, medical diagnostics, and even deep learning 

architectures, which underscores the versatility and necessity of these techniques in contemporary predictive 

analytics [2], [6], [7]. 

Despite the promising outcomes associated with feature pruning, significant challenges remain in 

developing universal strategies applicable across the myriad of high-relevance datasets encountered in 

predictive modeling. One primary concern is the potential bias introduced during the feature selection process, 

where traditional methods may inadvertently favor certain sub-datasets, leading to decreased model accuracy 

in diverse scenarios [3]. Additionally, standard pruning techniques often struggle with maintaining predictive 

performance, particularly in scenarios involving complex interactions among features. For instance, 

approaches that rely on fixed thresholds may overlook more nuanced relationships in high-dimensional data, 
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thus warranting the exploration of adaptive mechanisms for pruning that can dynamically adjust to the 

underlying data structure [1], [8]. A multitude of pruning strategies have been proposed in the literature, each 

presenting unique advantages and challenges. For instance, recent studies have highlighted the utility of 

adaptive methods that leverage machine learning techniques to identify key features within high-dimensional 

datasets effectively. Sun et al. discussed random pruning approaches that utilize expectation scaling factors to 

enhance channel sparsity, significantly improving model efficacy without excessive loss of information . 

Concurrently, innovative filter pruning methods, such as those described by Ahn et al., illustrate the 

effectiveness of spatial attention mechanisms in improving model accuracy while also accelerating inference 

speed, showcasing the potential of advanced machine learning paradigms in feature selection [9], [10]. Despite 

these advances, a systematic review of the existing literature reveals that a gap remains in the comprehensive 

understanding of feature pruning techniques when applied to high-relevance datasets specifically. Many 

existing studies tend to emphasize single-case analyses or focus predominantly on single-domain applications, 

thereby limiting the contextual applicability of their findings. There exists a critical need for research that not 

only elucidates the efficacy of various pruning strategies but also investigates their scalability and 

generalizability across a wider array of fields and datasets [4], [10]. 

The primary aim of this study is to explore[11] and analyze various feature pruning techniques utilized in the 

context of high-relevance datasets for predictive analysis[12]. This research endeavors to evaluate the strengths 

and weaknesses of notable pruning strategies[13], delivering insights that can catalyze improvements in model 

performance across diverse applications. This includes examining established methods from the literature, such 

as recursive feature elimination and advanced neural network pruning techniques, while also considering novel 

adaptive approaches that promise enhanced efficiency and accuracy. In summarizing the research 

undertaken[14], this paper seeks to highlight the significance of innovative feature pruning mechanisms in the 

evolving landscape of predictive analytics, positing that by addressing identified gaps, the study contributes to 

a deeper understanding of feature selection dynamics, ultimately fostering improved analytical practices in 

various scholarly and practical domains[15]. 

2. RESEARCH METHODOLOGY 

2.1 Resear Design 

This study uses a quantitative experimental approach with comparative analysis methods to evaluate the 

performance of various feature pruning techniques on high-dimensional datasets. This approach was chosen to 

objectively measure the direct impact of applying pruning techniques on predictive model performance through 

standardized evaluation metrics. 

2.2 Dataset and Data Characteristics 

The research utilizes several high-relevance datasets obtained from public repositories such as the UCI 

Machine Learning Repository and Kaggle. Datasets were selected based on the following criteria: (1) high 

number of features, (2) relevance to real-world prediction cases, and (3) availability of clear labels. The dataset 

domains include health, finance, and the environment to ensure the generalization of research results. Prior to 

processing, the data underwent data cleaning, including handling missing values, normalization, and encoding 

categorical data. 

2.3 Feature Pruning Techniques Analyzed 

 

 

 

Figure 1. Research structure 

This study compares several feature pruning techniques, namely: 

a. Filter-based Pruning (Information Gain, Chi-Square) 

b. Wrapper-based Pruning (Recursive Feature Elimination – RFE) 

c. Embedded Methods (Lasso Regression, Tree-based Importance) 

d. Adaptive Pruning Techniques based on machine learning and neural network pruning 

The purpose of this comparison is to evaluate the effectiveness of each method in reducing data dimensions 

without significantly reducing predictive performance. 
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Table 1. Feature Pruning Techniques Used 

No Pruning Technique Category Main Characteristics 

1 Information Gain Filter Fast, statistics-based 

2 RFE Wrapper Accurate but computationally intensive 

3 Lasso Regression Embedded Automatic selection through regularization 

4 Neural Network Pruning Adaptive Dynamic and scalable 

This table shows the classification of feature pruning techniques analyzed along with their main characteristics, 

which form the basis for performance comparison in the evaluation stage. 

2.4 Predictive Models and Implementation 

The predictive models used include Random Forest, Support Vector Machine (SVM), and Neural Network. 

Each model is trained using the original dataset and the pruning dataset to measure performance differences 

quantitatively. The implementation was carried out using the Python programming language with the Scikit-

learn and TensorFlow libraries. 

2.5 Evaluation Methods 

Model performance evaluation was carried out using the following metrics: 

a. Accuracy 

b. Precision 

c. Recall 

d. F1-Score 

e. Computational Time 

Table 2. Model Evaluation Metrics 

Metric Description 

Accuracy Prediction accuracy 

Precision Positive prediction accuracy 

Recall Ability to capture relevant data 

F1-Score Balance between precision and recall 

Time Computational efficiency 

2.6  Data Analysis Techniques 

The experimental results are analyzed using a statistical comparison approach and performance visualization. 

The analysis focuses on the trade-off between feature reduction and model performance stability. Cross-

dataset comparisons are used to assess the generalization of pruning techniques. With this methodology, the 

study is expected to provide a comprehensive understanding of the effectiveness of various feature pruning 

techniques in the context of predictive analysis based on high-relevance datasets. 

3. RESULTS AND DISCUSSION 

3.1 Overview of Experimental Results 

This section presents and discusses the experimental results obtained from evaluating various feature pruning 

techniques on high-relevance datasets for predictive analysis. The primary objective of the experiments was to 

analyze the impact of different pruning strategies on predictive performance, computational efficiency, and 

model generalization. The datasets used span multiple domains, including healthcare, finance, and 

environmental science, ensuring the robustness and applicability of the findings across diverse data 

characteristics. Each predictive model was trained using both the original dataset and the pruned dataset 

produced by the respective feature pruning technique. Performance was evaluated using accuracy, precision, 

recall, F1-score, and computational time. The results consistently demonstrate that feature pruning plays a 

critical role in enhancing model efficiency while maintaining, and in many cases improving, predictive 

accuracy. 
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3.2 Impact of Feature Pruning on Dimensionality Reduction 

One of the most immediate and measurable effects of feature pruning is dimensionality reduction. Across all 

datasets, the application of pruning techniques significantly reduced the number of input features. Filter-based 

methods achieved the highest reduction rates, while wrapper and adaptive methods retained a relatively larger 

number of features to preserve complex relationships. 

Table 3. Feature Reduction Results Across Pruning Techniques 

Pruning Technique Original Features Retained Features Reduction Rate (%) 

Information Gain 120 42 65,0 

Chi-Square 120 48 60,0 

RFE 120 55 54,2 

Lasso Regression 120 50 58,3 

Neural Network Pruning 120 60 50,0 

This table illustrates the effectiveness of each pruning technique in reducing feature dimensionality. Filter-

based methods exhibit the highest reduction rates, while adaptive neural pruning retains more features to 

capture nonlinear interactions. The results indicate that aggressive feature reduction does not necessarily 

correlate with optimal predictive performance. While Information Gain and Chi-Square removed a large 

number of features, some loss of contextual information was observed, particularly in datasets with complex 

feature dependencies. 

3.3 Predictive Performance Analysis 

3.3.1 Accuracy and Generalization 

Predictive accuracy improved in most cases after applying feature pruning, particularly for wrapper-based and 

adaptive techniques. Models trained on pruned datasets exhibited reduced overfitting and better generalization 

to unseen data. 

Table 4. Accuracy Comparison Before and After Feature Pruning 

Model No Pruning Filter-Based Wrapper-Based Embedded Adaptive 

Random Forest 82,4% 84,1% 86,7% 85,9% 88,3% 

SVM 80,2% 82,6% 85,1% 84,4% 87,0% 

Neural Network 83,5% 84,9% 86,2% 87,1% 89,5% 

This table compares model accuracy across different pruning techniques. Adaptive pruning consistently yields 

the highest accuracy, highlighting its ability to preserve relevant features while eliminating redundancy. The 

observed improvement in accuracy can be attributed to the removal of noisy and irrelevant features, which 

often mislead learning algorithms. Adaptive pruning, in particular, demonstrates superior performance by 

dynamically adjusting to data structures. 

3.4 Precision, Recall, and F1-Score Evaluation 

Beyond accuracy, precision and recall provide deeper insights into the predictive quality of the models. Feature 

pruning significantly enhanced these metrics, especially in imbalanced datasets commonly found in healthcare 

and finance. 

Table 5. Accuracy Comparison Before and After Feature Pruning 

Pruning Method Precision (%) Recall (%)-

Based 

F1-Score (%) 

No Pruning 78,5 76,8 77,6 

Filter-Based 81,2 80,5 80,8 

Wrapper-Based 84,6 83,1 83,8 

Embedded 85,1 84,3 84,7 

Adaptive 88,2 87,5 87,8 

The table summarizes average classification metrics across all datasets. Adaptive pruning achieves the best 

balance between precision and recall, reflected in the highest F1-score. These findings confirm that pruning 
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does not merely simplify the dataset but also improves the quality of decision boundaries learned by the models. 

This improvement is particularly evident in adaptive methods that account for inter-feature relationships. 

3.5 Computational Efficiency and Training Time 

Reducing the number of features directly impacts computational efficiency. All pruning techniques resulted in 

reduced training time, with filter-based methods offering the most substantial reductions due to their simplicity. 

Table 6. Average Training Time Reduction 

Pruning 

Technique 

Training 

Time (s) 

Reduction 

(%) 

No Pruning 120 - 

Filter-Based 65 45,8 

Wrapper-Based 78 35,0 

Embedded 72 40,0 

Adaptive 80 33,3 

This table presents the average training time required by models after applying different pruning techniques. 

Filter-based pruning offers the highest time reduction, while adaptive pruning prioritizes accuracy over speed. 

The trade-off between performance and efficiency is evident. While filter-based pruning excels in speed, 

adaptive pruning offers superior predictive quality at a slightly higher computational cost. 

3.6 Computational Efficiency and Training Time 

A key contribution of this study lies in evaluating pruning techniques across multiple domains. Adaptive and 

embedded methods demonstrated consistent performance across healthcare, finance, and environmental 

datasets, highlighting their scalability and generalizability. In healthcare datasets, adaptive pruning effectively 

captured nonlinear interactions among clinical variables, improving diagnostic accuracy. In finance, embedded 

methods such as Lasso proved effective in handling correlated financial indicators. Environmental datasets 

benefited from wrapper-based methods that preserved spatial and temporal feature dependencies.These 

findings align with prior studies emphasizing domain-aware feature selection strategies. 

3.7 Discussion of Bias and Feature Interaction Preservation 

One major concern in feature pruning is the introduction of bias. Filter-based techniques, although efficient, 

demonstrated susceptibility to bias by favoring features with strong univariate correlations. This limitation 

often resulted in suboptimal performance in datasets with complex interactions. Wrapper-based and adaptive 

methods mitigated this issue by evaluating feature subsets holistically. Neural network pruning, in particular, 

preserved intricate feature interactions, leading to improved generalization. However, these methods require 

careful tuning to avoid excessive computational overhead. 

3.8 Comparison with Related Studies 

who reported significant performance gains using adaptive pruning strategies. Unlike prior studies focusing on 

single domains, this research demonstrates that adaptive feature pruning is effective across diverse datasets, 

addressing a key gap in the literature. Moreover, the comparative framework employed in this study provides 

empirical evidence supporting the integration of hybrid pruning strategies that combine filter efficiency with 

adaptive intelligence. 

3.9 Implications for Predictive Analytics 

The results underscore the importance of selecting appropriate feature pruning techniques based on application 

requirements. For real-time systems requiring rapid inference, filter-based pruning may suffice. In contrast, 

high-stakes domains such as healthcare benefit from adaptive pruning that prioritizes accuracy and 

interpretability. Feature pruning emerges not merely as a preprocessing step but as a strategic component of 

predictive analytics pipelines. Properly implemented, it enhances scalability, interpretability, and robustness 

of machine learning models. 

3.10 Summary of Key Findings 

In summary, the experimental results demonstrate that: 
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a. Feature pruning significantly improves predictive performance and efficiency. 

b. Adaptive pruning consistently outperforms traditional methods in accuracy and generalization. 

c. Filter-based techniques offer superior computational efficiency but risk information loss. 

d. Cross-domain evaluation confirms the scalability of adaptive and embedded methods. 

e. Effective feature pruning reduces bias and enhances model interpretability. 

These findings reinforce the critical role of feature pruning in high-relevance datasets and provide a strong 

foundation for future research in adaptive and hybrid pruning strategies. 

4. CONCLUSION 

This study has comprehensively explored the application and effectiveness of various feature pruning 

techniques on high-relevance datasets for predictive analysis, with the primary objective of evaluating their 

impact on model performance, computational efficiency, and generalizability across domains. Based on 

extensive experimental results, it can be concluded that feature pruning plays a critical and strategic role in 

enhancing predictive analytics, particularly when dealing with high-dimensional data that often suffer from 

redundancy, noise, and overfitting. The findings demonstrate that while traditional filter-based methods are 

highly efficient in reducing dimensionality and computational cost, they may inadvertently remove informative 

features and introduce bias, especially in datasets characterized by complex inter-feature relationships. In 

contrast, wrapper-based and embedded approaches provide a more balanced trade-off between dimensionality 

reduction and predictive accuracy by considering feature interactions more holistically. Notably, adaptive 

pruning techniques, particularly those integrated within machine learning and neural network frameworks, 

consistently achieved superior performance across all evaluated metrics, including accuracy, precision, recall, 

and F1-score, while maintaining robust generalization across multiple domains such as healthcare, finance, and 

environmental science. These results highlight the importance of dynamic and data-aware pruning mechanisms 

capable of adjusting to underlying data structures rather than relying on static selection criteria. Furthermore, 

the cross-domain evaluation conducted in this study addresses a notable gap in existing literature by 

demonstrating the scalability and applicability of advanced pruning strategies beyond single-domain use cases. 

Overall, this research underscores that feature pruning should not be treated merely as a preprocessing step, 

but rather as an integral component of predictive modeling pipelines that directly influences model reliability, 

interpretability, and operational efficiency. The insights gained from this study provide a valuable foundation 

for future research focused on hybrid and adaptive pruning frameworks, as well as their integration into real-

world predictive systems requiring both accuracy and scalability. 
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