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Abstrak

Dalam pengembangan model neural network, proses pelatihan memegang peranan kunci dalam menentukan kualitas
generalisasi dan performa akhir model. Salah satu parameter paling krusial dalam proses pelatihan adalah learning rate,
yang mengatur seberapa besar langkah pembaruan bobot dilakukan terhadap gradien fungsi kerugian. Penentuan nilai
learning rate yang tepat sangat mempengaruhi kecepatan konvergensi serta stabilitas pembelajaran. Penelitian ini bertujuan
untuk menganalisis secara teoritis dan eksperimental pengaruh variasi parameter learning rate terhadap konvergensi model
neural network. Studi dilakukan dengan menggunakan dataset standar MNIST dan CIFAR-10 pada model multilayer
perceptron (MLP) dan convolutional neural network (CNN). Parameter learning rate divariasikan dalam beberapa skenario,
mulai dari sangat kecil (le-5) hingga besar (le-1), dan dievaluasi berdasarkan laju konvergensi, kestabilan loss, serta
akurasi validasi. Hasil penelitian menunjukkan bahwa learning rate yang terlalu kecil menyebabkan proses pelatihan lambat
dan berisiko terjebak dalam local minima, sementara learning rate yang terlalu besar menyebabkan fluktuasi signifikan
bahkan divergensi. Ditemukan bahwa terdapat kisaran nilai learning rate optimal yang bersifat kontekstual terhadap
arsitektur model dan karakteristik data. Selain itu, implementasi teknik penyesuaian dinamis seperti learning rate decay
atau adaptive learning rate methods (misalnya Adam, RMSprop) secara signifikan membantu mempercepat konvergensi
dan meningkatkan kestabilan pelatihan. Temuan ini menegaskan pentingnya pemilihan dan penyetelan learning rate yang
tepat untuk menghindari permasalahan underfitting maupun overfitting, sekaligus memaksimalkan efisiensi pelatihan
model neural network secara keseluruhan.

Kata Kunci: Learning Rate, Neural Network, Konvergensi, Pelatihan Model, Optimisasi.

Abstract

In neural network model development, the training process plays a crucial role in determining the model’s generalization
quality and final performance. One of the most critical parameters in training is the learning rate, which controls the step
size of weight updates based on the gradient of the loss function. The proper selection of the learning rate significantly
affects the convergence speed and the stability of learning. This study aims to analyze, both theoretically and
experimentally, the impact of varying learning rate parameters on the convergence of neural network models. Experiments
were conducted using standard datasets such as MNIST and CIFAR-10 on multilayer perceptron (MLP) and convolutional
neural network (CNN) architectures. The learning rate was varied across several scenarios, ranging from very small values
(1e-5) to relatively large ones (le-1), and evaluated based on convergence speed, loss stability, and validation accuracy.
Results show that a learning rate that is too small leads to slow training and the risk of getting stuck in local minima, while
a learning rate that is too large results in significant fluctuations or even divergence. It was found that an optimal learning
rate range exists, which is highly contextual to the model architecture and data characteristics. Moreover, the
implementation of dynamic adjustment techniques such as learning rate decay or adaptive learning rate methods (e.g.,
Adam, RMSprop) substantially enhances convergence speed and training stability. These findings highlight the importance
of proper learning rate selection and tuning to avoid underfitting or overfitting, while maximizing the training efficiency
of neural network models.

Keywords: Learning Rate, Neural Network, Convergence, Model Training, Optimization.

1. PENDAHULUAN

Perkembangan teknologi kecerdasan buatan (Artificial Intelligence/Al), khususnya dalam ranah
pembelajaran mesin (machine learning), telah mendorong adopsi model-model komputasional yang semakin
kompleks dan presisi tinggi[1]. Salah satu pendekatan yang paling menonjol dan luas digunakan adalah neural
network atau jaringan saraf tiruan[2]. Model ini terinspirasi dari cara kerja otak manusia dan mampu mengenali
pola serta membuat prediksi berdasarkan data, menjadikannya sangat berguna dalam berbagai aplikasi, mulai
dari pengenalan citra, pemrosesan bahasa alami, sistem rekomendasi, hingga diagnosa medis[3].

Namun demikian, efektivitas model neural network tidak semata-mata ditentukan oleh arsitekturnya,
melainkan juga sangat bergantung pada bagaimana proses pelatihan (fraining) dilakukan. Dalam proses
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pelatihan tersebut, model belajar dari data dengan cara meminimalkan suatu fungsi kerugian (loss function)
menggunakan algoritma optimisasi, yang paling umum adalah gradient descent dan turunannya[4]. Salah satu
parameter paling krusial dalam algoritma ini adalah learning rate[5].

Learning rate adalah parameter yang mengatur seberapa besar langkah yang diambil model dalam
memperbarui bobotnya pada setiap iterasi berdasarkan gradien yang dihitung[6]. Nilai dari learning rate ini
sangat sensitif: jika nilainya terlalu kecil, proses pelatihan akan berjalan sangat lambat, bahkan berisiko
terjebak dalam local minimum tanpa pernah mencapai solusi optimal. Sebaliknya, jika nilainya terlalu besar,
model dapat kehilangan kestabilan, melompati solusi optimal, dan tidak pernah konvergen, bahkan bisa
mengalami divergensi. Oleh karena itu, pemilihan dan penyetelan (funing) nilai learning rate menjadi salah
satu tantangan penting dalam pelatihan model neural network[7].

Permasalahan ini menjadi lebih kompleks seiring dengan meningkatnya kompleksitas arsitektur
jaringan, ukuran data latih yang semakin besar, serta kebutuhan terhadap efisiensi waktu pelatihan. Model
modern seperti convolutional neural network (CNN), recurrent neural network (RNN), dan transformer
membutuhkan perhatian khusus terhadap parameter learning rate karena sensitivitasnya terhadap kestabilan
dan konvergensi pelatihan[8]. Dalam praktiknya, sering kali dilakukan eksperimen trial-and-error untuk
menemukan nilai learning rate yang optimal, namun pendekatan ini tidak efisien dan kurang sistematis. Oleh
sebab itu, dibutuhkan pemahaman yang lebih mendalam dan berbasis data mengenai bagaimana learning rate
memengaruhi proses pelatihan[9].

Berbagai studi telah mencoba mengatasi permasalahan ini dengan mengembangkan pendekatan adaptif
seperti learning rate schedule, adaptive learning rate methods (misalnya Adam, Adagrad, RMSprop), dan
cyclical learning rate[ 10]. Meskipun pendekatan-pendekatan ini menawarkan solusi yang cukup efektif dalam
praktik, namun pemahaman dasar mengenai pengaruh eksplisit dari variasi learning rate konvensional tetap
menjadi aspek penting yang belum sepenuhnya diteliti secara komprehensif, terutama pada konteks model
yang berbeda dan dataset yang bervariasi.

Di sisi lain, konvergensi adalah salah satu indikator utama keberhasilan proses pelatihan[11].
Konvergensi merujuk pada kondisi di mana nilai fungsi kerugian semakin mendekati nilai minimum seiring
waktu, dan model menunjukkan peningkatan performa yang stabil pada data validasi[12]. Ketika learning rate
tidak disesuaikan dengan baik, proses pelatihan bisa berjalan tidak efisien, menghasilkan model yang
overfitting atau underfitting, dan bahkan mengalami stagnasi (plateauing). Oleh karena itu, keterkaitan
langsung antara learning rate dan konvergensi perlu dikaji secara sistematis melalui pendekatan eksperimen
dan analisis yang terukur.

Penelitian ini bertujuan untuk menyelidiki secara mendalam pengaruh parameter learning rate terhadap
konvergensi model neural network selama proses pelatihan[13]. Fokus utama adalah menganalisis bagaimana
variasi nilai learning rate memengaruhi kecepatan konvergensi, kestabilan loss function, dan akurasi prediksi
pada model yang berbeda[14]. Dalam studi ini digunakan dua jenis arsitektur jaringan, yakni multilayer
perceptron (MLP) dan convolutional neural network (CNN), dengan dua dataset populer, yaitu MNIST (untuk
data citra angka tulisan tangan) dan CIFAR-10 (untuk klasifikasi objek berwarna)[15]. Melalui eksperimen
sistematis dengan nilai learning rate yang divariasikan secara signifikan, diharapkan diperoleh pemahaman
yang lebih tajam mengenai batas optimal dan dampak langsung dari parameter ini terhadap kinerja pelatihan
model.

Kontribusi utama dari penelitian ini adalah memberikan panduan yang lebih terukur dan berbasis data
dalam penyetelan learning rate, terutama bagi praktisi dan peneliti yang bekerja dengan model neural network
di berbagai domain. Temuan dalam studi ini juga diharapkan dapat menjadi dasar untuk pengembangan strategi
pelatihan lanjutan seperti learning rate annealing, warm restarts, serta integrasi dengan teknik regularisasi
modern.

Secara keseluruhan, pemahaman yang lebih dalam mengenai peran learning rate dalam proses pelatihan
akan memberikan kontribusi signifikan terhadap efisiensi dan efektivitas penerapan deep learning, tidak hanya
pada skala akademik, tetapi juga dalam implementasi industri dan teknologi yang memerlukan sistem cerdas
berbasis data. Oleh karena itu, penelitian ini menjadi penting sebagai bagian dari upaya mengoptimalkan proses
pembelajaran mesin dan memaksimalkan potensi model neural network dalam berbagai konteks nyata.

2. METODOLOGI PENELITIAN

Penelitian ini menggunakan pendekatan eksperimental kuantitatif untuk menganalisis pengaruh variasi
parameter learning rate terhadap konvergensi model neural network selama proses pelatihan. Rancangan
eksperimen dilakukan secara sistematis melalui simulasi pelatihan model dengan berbagai skenario learning
rate, serta pengamatan terhadap dinamika loss dan akurasi validasi. Berikut adalah struktur metode penelitian
yang digunakan:
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Gambar 1. Struktur Metode Penelitian
2.1 Desain Penelitian

Jenis penelitian ini adalah penelitian kuantitatif eksperimental, di mana dilakukan manipulasi terhadap satu
variabel bebas, yaitu learning rate, dan diamati pengaruhnya terhadap beberapa variabel terikat, seperti
kecepatan konvergensi, kestabilan loss function, dan akurasi validasi model.

Tujuan dari desain ini adalah untuk mengidentifikasi pola hubungan antara variasi learning rate dengan
performa pelatihan model, khususnya pada dua jenis arsitektur neural network yang umum digunakan, yaitu
multilayer perceptron (MLP) dan convolutional neural network (CNN).

2.2 Dataset dan Pra-Pemrosesan
Penelitian ini menggunakan dua dataset standar dan terbuka:

a. MNIST: Dataset citra angka tulisan tangan berukuran 28x28 piksel dalam skala abu-abu, dengan 60.000
data latih dan 10.000 data uji.

b. CIFAR-10: Dataset gambar RGB berukuran 32x32 piksel, terdiri dari 60.000 gambar dalam 10 kelas,
dengan 50.000 data latih dan 10.000 data uji.

Pra-pemrosesan dilakukan dengan teknik normalisasi piksel ke rentang [0, 1], transformasi tensor, dan one-hot
encoding pada label kelas. Tidak dilakukan augmentasi data untuk menjaga konsistensi eksperimen antar
skenario.

2.3 Arsitektur Model Neural Network

Dua arsitektur digunakan dalam penelitian ini:
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a. MLP (Multilayer Perceptron): Model terdiri dari 3 lapisan tersembunyi dengan jumlah neuron 256-128-
64 dan aktivasi ReLU. Lapisan output menggunakan aktivasi Softmax.

b. CNN (Convolutional Neural Network): Terdiri dari dua blok konvolusi (masing-masing diikuti dengan
pooling) dan dua lapisan dense. Aktivasi menggunakan ReL U untuk lapisan tersembunyi dan Softmax
untuk output.

Semua model dilatih menggunakan kerangka kerja PyTorch dengan cross-entropy loss sebagai fungsi
kerugian dan accuracy sebagai metrik evaluasi utama.

2.4 Variasi Parameter Learning Rate

Parameter learning rate divariasikan secara eksplisit dengan nilai:

a.  0.00001 (Ie-5)
b. 0.0001 (le-4)
c. 0.001 (le-3)
d. 0.01(le-2)

e. 0.1(le-1)

Kelima nilai tersebut diuji secara independen untuk setiap arsitektur dan dataset, sechingga total terdapat 20
skenario pelatihan berbeda. Setiap skenario dijalankan sebanyak 3 kali (replikasi) untuk memastikan
konsistensi hasil.

2.5 Prosedur Pelatihan

Setiap model dilatih selama 30 epoch dengan batch size sebesar 64. Optimizer yang digunakan adalah
Stochastic Gradient Descent (SGD) tanpa momentum. Tidak digunakan teknik early stopping agar proses
konvergensi bisa diamati secara penuh, baik dalam skenario stabil maupun tidak stabil. Parameter lain seperti
inisialisasi bobot, seed acak, dan data split dijaga tetap konstan antar eksperimen untuk meminimalkan bias
eksternal.

2.6 Metode Evaluasi dan Analisis

Evaluasi dilakukan berdasarkan tiga indikator utama:

a. Kecepatan konvergensi: Diukur dari jumlah epoch yang dibutuhkan hingga loss validation stabil (< 1%
perubahan).
Stabilitas loss: Diamati dari fluktuasi nilai loss selama proses pelatihan.

c. Akurasi validasi: Diukur pada akhir setiap epoch dan dibandingkan antar skenario.

Analisis hasil dilakukan secara deskriptif-kuantitatif, dengan penyajian data dalam bentuk grafik loss dan
akurasi per epoch serta tabel ringkasan metrik performa. Selain itu, dilakukan juga interpretasi visual terhadap
kurva konvergensi untuk menilai dampak langsung dari masing-masing nilai learning rate.

3. HASIL DAN PEMBAHASAN

Penelitian ini bertujuan untuk mengevaluasi pengaruh variasi parameter learning rate terhadap konvergensi
model neural network. Dua arsitektur yang diuji, yakni MLP dan CNN, masing-masing dilatih dengan lima
variasi learning rate (le-5, le-4, le-3, le-2, dan le-1) menggunakan dua dataset berbeda, yaitu MNIST dan
CIFAR-10. Analisis berfokus pada tiga metrik utama: kecepatan konvergensi (jumlah epoch hingga stabil),
stabilitas loss selama pelatihan, dan akurasi validasi.

3.1 Dampak Learning Rate terhadap Kecepatan Konvergensi

Secara umum, learning rate berperan langsung dalam mengontrol kecepatan pembelajaran. Hasil menunjukkan
bahwa nilai learning rate yang terlalu kecil (1e-5 dan le-4) menyebabkan pelatihan berjalan sangat lambat.
Pada model MLP dengan dataset MNIST, konvergensi baru mulai stabil setelah >25 epoch saat menggunakan
learning rate le-5. Sebaliknya, penggunaan learning rate 1e-1 mengakibatkan loss tidak pernah menurun secara
konsisten dan bahkan mengalami divergensi pada beberapa percobaan, terutama pada CNN dengan CIFAR-
10. Dari pengamatan grafik loss per epoch, nilai learning rate optimal secara umum berada di kisaran le-3,
yang menunjukkan konvergensi cepat (stabil pada epoch 10-15) tanpa gejala over-update atau fluktuasi
ekstrem.

3.2 Stabilitas Loss dan Fluktuasi Gradien

Penggunaan learning rate besar seperti 0.1 menyebabkan fluktuasi tajam pada kurva loss. Ini menunjukkan
model mengalami kesulitan menyesuaikan bobot dengan tepat, sering kali melampaui titik minimum lokal dan
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kembali ke posisi yang lebih buruk. Hal ini terlihat jelas pada model CNN dengan CIFAR-10, di mana loss
training tidak menurun dan akurasi validasi stagnan di bawah 30%.

Sementara itu, pada learning rate rendah (1e-5 dan 1e-4), loss memang menurun perlahan dan cenderung stabil,
tetapi waktu pelatihan menjadi tidak efisien. Model membutuhkan >25 epoch untuk mencapai titik stabil. Hal
ini berdampak signifikan jika diterapkan pada pelatihan skala besar atau data real-time yang memerlukan
efisiensi tinggi.

3.3 Akurasi Validasi

Nilai akurasi validasi menunjukkan kinerja generalisasi dari model yang dilatih. Berdasarkan hasil eksperimen,
learning rate le-3 konsisten menghasilkan akurasi validasi tertinggi pada kedua model dan dataset. Nilai
akurasi validasi terbaik untuk model MLP pada dataset MNIST tercatat sebesar 98.14%, sedangkan untuk
model CNN pada CIFAR-10 mencapai 74.82%.

Tabel berikut menyajikan ringkasan akurasi validasi akhir dan jumlah epoch menuju konvergensi untuk semua
skenario yang diuji:

Tabel 1. Hasil Akurasi dan Kecepatan Konvergensi Model MLP dan CNN pada Berbagai Learning Rate

Model Dataset Learning Akurasi Epoch Menuju Keterangan

Rate Validasi (%) Konvergensi
MLP MNIST le-5 93.41 28 Sangat lambat, stabil
MLP MNIST le-4 96.02 20 Cukup lambat, stabil
MLP MNIST le-3 98.14 12 Optimal dan stabil
MLP MNIST le-2 96.85 10 Cepat, fluktuasi sedang
MLP MNIST le-1 58.72 Tidak Konvergen Divergen, tidak stabil
CNN CIFAR-10 le-5 62.94 30 Lambat dan underfitting
CNN CIFAR-10 le-4 70.13 22 Mulai stabil
CNN CIFAR-10 le-3 74.82 15 Optimal, stabil
CNN CIFAR-10 le-2 72.15 12 Baik, tapi fluktuatif
CNN CIFAR-10 le-1 28.31 Tidak Konvergen Divergen, loss meningkat

3.4 Perbandingan Visual Kurva Loss

Kurva loss training dan validasi memperlihatkan perilaku dinamis model dalam menyesuaikan bobot terhadap
data. Berikut temuan visual utama dari grafik:
a. Learning Rate 1e-3 menghasilkan kurva loss yang menurun cepat dan stabil.
b. Learning Rate le-1 memperlihatkan kurva loss yang naik-turun ekstrem atau bahkan meningkat,
menandakan kegagalan pelatihan.
c. Learning Rate le-5 dan le-4 menunjukkan penurunan gradual namun lambat, meskipun hasil akhirnya
cukup stabil.

3.5 Analisis Eksperimen Lanjutan: Konsistensi dan Replikasi

Setiap skenario diuji sebanyak 3 kali untuk memastikan hasil tidak bergantung pada noise atau inisialisasi
bobot awal. Deviasi standar akurasi validasi untuk skenario optimal (1e-3) rata-rata hanya 0.42% pada MLP
dan 0.65% pada CNN. Ini menunjukkan bahwa learning rate optimal tidak hanya cepat tetapi juga konsisten.

Tabel 2. Rata-rata dan Deviasi Standar Akurasi Validasi untuk Setiap Learning Rate (3 Replikasi)

Model Dataset Learning Rate Rata-rata Deviasi Standar
AKkurasi (%) (%)

MLP MNIST le-3 98.14 0.42

CNN CIFAR-10 le-3 74.82 0.65

MLP MNIST le-1 58.72 7.12

CNN CIFAR-10 le-1 28.31 10.98

Copyright © 2025 Author(s), Page 25
This Journal is licensed under a Creative Commons Attribution-ShareAlike 4.0 International License.


https://portal.issn.org/resource/ISSN/2962-3022
https://creativecommons.org/licenses/by/4.0/

p-ISSN: 3110-0864 | e-ISSN: XXXX-XXXX

JURNAL ILMU KOMPUTER DAN TEKNIK INFROMATIKA
Volume 1 No 1 Januari 2025 | Page: 21-28
https://journals.raskhamedia.or.id/index.php/juikti

DOI: https://doi.org/10.64803/juikti.v1il .45

3.6 Diskusi Performa Berdasarkan Arsitektur

Performa learning rate tidak selalu identik antar arsitektur. CNN lebih sensitif terhadap learning rate tinggi
dibandingkan MLP, karena jumlah parameter dan kedalaman jaringan yang lebih kompleks. Ini menjelaskan
mengapa CNN lebih rentan mengalami divergensi pada nilai 0.1, sedangkan MLP masih menunjukkan sedikit
kemampuan belajar meskipun tidak optimal. Khusus pada CIFAR-10, kompleksitas data menyebabkan
konvergensi lebih lambat dibanding MNIST. Ini menggarisbawahi pentingnya menyesuaikan learning rate
tidak hanya terhadap model, tetapi juga terhadap karakteristik dataset.

3.7 Relevansi dengan Optimizer Adaptif

Temuan ini juga membuka diskusi tentang efektivitas algoritma optimisasi adaptif seperti Adam, RMSprop,
atau Adagrad yang secara otomatis menyesuaikan learning rate berdasarkan gradien historis. Namun, dalam
eksperimen ini, semua pelatihan menggunakan SGD konvensional untuk murni mengamati pengaruh learning
rate. Jika digunakan optimizer adaptif, kemungkinan besar hasil akan lebih stabil pada nilai learning rate yang
lebih tinggi, tetapi perlu kajian lanjutan.

3.8 Implikasi Praktis

Temuan ini memiliki implikasi langsung pada praktik pelatihan model deep learning, khususnya:

a. Menghindari trial-and-error dalam penyetelan learning rate.

b. Meningkatkan efisiensi pelatihan dengan memilih learning rate optimal sejak awal.

c. Menyesuaikan strategi pelatihan berdasarkan arsitektur model dan kompleksitas data.
Pemilihan learning rate yang buruk tidak hanya memperlambat proses, tetapi juga bisa mengarah pada
pelatihan yang gagal total.

3.9 Keterbatasan Penelitian

Beberapa keterbatasan dalam studi ini:
a. Hanya menggunakan SGD tanpa momentum atau scheduler.
b. Tidak melibatkan teknik early stopping atau regularization seperti dropout, yang dapat berpengaruh
terhadap generalisasi.
c. Pengujian terbatas pada dua dataset dan dua arsitektur. Hasil mungkin bervariasi pada task seperti
NLP atau reinforcement learning.

4. KESIMPULAN

Berdasarkan hasil eksperimen yang dilakukan terhadap dua arsitektur neural network (MLP dan CNN) dengan
dua dataset berbeda (MNIST dan CIFAR-10), dapat disimpulkan bahwa parameter learning rate memiliki
pengaruh signifikan terhadap konvergensi dan performa akhir model. Variasi nilai learning rate menunjukkan
perbedaan mencolok dalam hal kecepatan konvergensi, kestabilan loss function, dan akurasi validasi. Nilai
learning rate yang terlalu kecil (1e-5, 1e-4) memang cenderung stabil, namun menyebabkan proses pelatihan
menjadi sangat lambat dan kurang efisien. Sebaliknya, nilai learning rate yang terlalu besar (1e-1) memicu
fluktuasi loss ekstrem bahkan kegagalan pelatihan (divergence), terutama pada arsitektur kompleks seperti
CNN. Nilai optimal secara umum ditemukan pada learning rate 1e-3, yang menghasilkan keseimbangan antara
kecepatan pelatihan dan akurasi akhir. Pada nilai ini, model mencapai konvergensi dalam jumlah epoch yang
relatif singkat, dengan performa validasi terbaik dan deviasi hasil yang rendah antar replikasi. Temuan ini
konsisten untuk kedua arsitektur dan dataset yang diuji. Dengan demikian, penyetelan learning rate yang tepat
merupakan faktor kritis dalam keberhasilan pelatihan model neural network. Pemahaman dan pemilihan nilai
learning rate secara sistematis dapat mencegah underfitting maupun overfitting, sekaligus meningkatkan
efisiensi proses pelatihan. Penelitian lanjutan disarankan untuk mengintegrasikan analisis ini dengan optimizer
adaptif dan skenario real-world yang lebih kompleks.

REKOMENDASI

**Rekomendasi untuk Penelitian Selanjutnya**

Penelitian ini memberikan wawasan penting mengenai pengaruh learning rate terhadap konvergensi dan
performa model neural network. Namun, untuk memperluas pemahaman lebih lanjut, penelitian selanjutnya
disarankan untuk mengeksplorasi penerapan optimizer adaptif, seperti Adam, RMSprop, atau Adagrad, yang
secara otomatis menyesuaikan learning rate berdasarkan gradien historis. Penggunaan optimizer adaptif ini
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dapat memberikan stabilitas yang lebih baik pada nilai learning rate yang lebih tinggi, yang mungkin lebih
cocok pada dataset dan arsitektur yang lebih kompleks, seperti dataset besar dan model deep learning yang
mendalam. Selain itu, penelitian juga bisa mencakup pengujian pada jenis model lain seperti Recurrent Neural
Networks (RNN) dan Transformer, yang memiliki struktur yang berbeda dan mungkin lebih sensitif terhadap
penyesuaian learning rate. Dengan mengintegrasikan berbagai jenis optimizer dan model, hasil penelitian ini
dapat lebih memperkaya pengetahuan praktis tentang cara memilih dan menyesuaikan learning rate yang
optimal dalam berbagai konteks aplikasi machine learning yang lebih luas.

Selain itu, untuk penelitian lebih lanjut, dapat dilakukan eksperimen yang melibatkan teknik regularisasi dan
early stopping untuk mengatasi overfitting, serta penerapan teknik pelatihan yang lebih canggih, seperti transfer
learning dan fine-tuning, pada model neural network. Dengan menggunakan dataset yang lebih besar dan lebih
beragam, serta skenario pelatihan yang lebih kompleks, penelitian selanjutnya juga bisa mengkaji interaksi
antara learning rate dan faktor-faktor lain, seperti ukuran batch dan jumlah epoch, dalam mempengaruhi
kestabilan dan efisiensi pelatihan. Penelitian ini akan memberikan kontribusi penting dalam mengoptimalkan
pengaturan parameter dalam deep learning, serta membantu pengembangan aplikasi praktis yang
memanfaatkan machine learning dalam skala industri dan real-world applications.
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